
 
 

 

 
Abstract 

On the basis of the principle of structured light and phase 
shifting, a novel digital stereomicroscopes system for micro-3D 
inspection is presented in this paper. Because the image fiber 
has many advantages like direction changing and long distance 
transmitting without extra optics, this system also adopts it to 
project the structured light instead of the pure optical systems. 
Thus, the measurement head is very small, the measurement 
distance and orientation could be changed expediently. Ex-
periments showed this is a useful system to measure the 3D 
profile of meso- to micro-scaled parts, such as the MEMS 
product. 
Keywords: Micro 3D profile, Fiber image, Stereomicroscopy. 

1. INTRODUCTION 

The microscope has been a widely used tool for 2-D visual 
inspection in science, industry and medicine. For many 
applications, however, the 2-D inspection is no longer suf-
ficient to meet the need. The determination of 
three-dimensional (3-D) topography of the specimen is a 
task that is becoming more and more important. 
Recently, many different measuring setups of stereomi-
croscopy based on structured light projection and triangu-
lation principle for 3-D topographic measurements have 
been carried out. Windecker et al [1] and Wu [2] used 
physical gratings and the phase shift mechanism to project 
the structured light patterns onto the object surface, and 
then captured the deformed pattern with a CCD camera. 
Zhang et al [3] created computer generated patterns and its 
phase shifts, and then projected the patterns onto the surface 
through a commercial digital light processing (DLP).  Their 
measurement results are all satisfactory. But, most of them 
are modified from the conventional visual stereomicro-
scopes. There are some drawbacks in this kind of system:  (1) 
the specimen has to be preprocessed and fixed on the sam-
ple stage, (2) the stereoscopic angle is limited to the range of 
10 to 20 degrees between the project axis and the viewing 
axis depending on the stereomicroscope in use, and (3) the 
field of view (FOV) is limited by the microscope’s objective 
lens. Song [4] developed an independent stereomicroscope 
system composed of a PC to generate fringe patterns and to 
analyze the de- 
 
formed patterns, a DLP to project the patterns, an optical 

lens system to guide the light, a stand to mount the lens, a 
XY stage to place the sample, and a zooming CCD camera 
to capture the image, as shown in Fig. 1. Because of the 
adjustable angle of the CCD and the selectable lens system, 
the above-mentioned drawbacks (2) and (3) can be over-
come. However, if the scope head (or called the probe head) 
can be freely moved, the system would be more flexible to 
fit the object position, and can even to measure a selected 
portion of a large object. 

 
Fig. 1: Schematic diagram of the digital structured light stereomi-

croscope [4]. 

In this paper, we present a new stereomicroscopy configu-
ration utilizing an image fiber bundle to direct the project-
ing patterns to any required angle via a developed miniature 
probe head. This is based on the concept of “instrument fits 
the objects” rather than “sample pieces fit the instrument”. 
This setup not only extends the range of possible applica-
tions enormously, but also makes the measurement more 
flexible. The principle and the setup of our digital stereo-
microscopes are introduced in Section 2; two important 
subsystems are discussed in this part. Section 3 details the 
optical design of the telecentric lens. Section 4 analyzes the 
characteristics of image fiber in detail.  Some experimental 
results are presented in Section 5, and conclusions are given 
in Section 6.  

2. STEREOMICROSCOPY BY STRUCTURED LIGHT 
PROJECTION 

2.1 System configuration 
One method of 3D profile measurement techniques is to 
project the specially designed structured light pattern onto 
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the object’s surface. The pattern can be of any structure, 
such as the light-dot-array, periodical sine waves, concen-
tric circle, or 2D codes, etc. Due to the variation of the ob-
ject’s surface profile, the structured pattern will be de-
formed on the surface. A CCD camera can capture the de-
formed image. The object’s three-dimensional contour data 
can be analyzed based on the principle of triangulation and 
phase shifting techniques. This process is also called “Re-
verse Engineering”. If the object to be measured is very 
small in size, the light pattern should be reduced its pro-
jecting area by lens system, and the tiny image should be 
captured by the CCD via a zoom lens. This is a kind of 
stereomicroscope system as given in Fig. 1 [4]. However, 
the specimen has to adapt to the instrument. 
A new stereomicroscopy configuration utilizing an image 
fiber bundle to direct the projecting patterns to any required 
angle via a developed miniature probe head is proposed to 
combine the fringe patterns projection technique with the 
specially designed optical system and the probe head.  The 
system schematic diagram is depicted in Figure 2. The PC 
can generate black and white periodical sine patterns. Pro-
jected out through the DLP the patterns are entered into the 
image fiber bundle through a directly coupled telecentric 
optical system. The single mode image fiber bundle can 
then transmit the patterns to its output end and project onto 
the specimen through an objective lens system. The line 
pitch and the intensity can be adjusted by software ac-
cording to the surface properties of the specimen. The 
fringes will be distorted by the topography of the specimen, 
and a CCD camera can capture this distorted image. Phase 
shifting technique is also applied for 3D reconstruction to 
better resolution. 

 
Fig. 2: Schematic diagram of fiber image transmitted 

stereomicroscope 
      The DLP used is directly purchased from the market. 
This new fringe projection system can easily produce fringe 
patterns with high brightness, contrast, and spatial accuracy, 
which is critical in achieving high resolution and accuracy 
in 3-D surface contouring. Although it is built up with a 
complicate DMD (Digital Micro-mirror Device) technology, 
its operation principle can be found in many references [5, 
6]. This report does not describe its details. Followings will 
focus on the phase shifting principle, optical system design, 
and image fiber technique in sequence. 
 

2.2 Phase shifting technique 
Phase shifting technique is also a well-known method used 
for 3D reconstruction in reverse engineering or interfer-
ometry [7,8]. For the completeness of this report we shall 
give a simple expression. 
Since the triangulation method only solve the surface 
heights corresponding to the pattern line centers. In order to 
increase the measurement resolution, any point between 
two adjacent lines we have to know its corresponding phase 
so as to convert its relative proportional height. Phase 
shifting of sinusoidal pattern is an effective solution. This 
research adopts four phase shifts method. 
Let the image intensity of any pixel on the image frame be 
expressed by 

[ ]{ }),(cos),(1),(),( 0 yxyxyxIyxI φγ ⋅+⋅=                      (1) 

where, ),( yx  represents the pixel coordinate, ),( yxI  is its 

corresponding image intensity, ),(0 yxI  is the constant 
background intensity, ),( yxγ  indicates the modulated am-
plitude of the sinusoidal pattern light at this pixel point, and 

),( yxφ  is the corresponding phase. There are three un-

knowns in Eq. (1), namely, ),(0 yxI , ),( yxγ , ),( yxφ . 
Therefore, we need at least three equations to solve these 
unknowns simultaneously. The intensity of any pixel point 
at each phase shift can be expressed by 
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   (2 to 5) 

Solving equations 2 to 5 we can obtain the phase of each 
point. 
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Eq. (6) only provides the phase of the said pixel point cor-
responding to its left and right adjacent pattern lines which 
contain only one cycle of the sinusoidal pattern. To connect 
discontinuous phases into continuous phases within a whole 
picture frame, the phase unwrapping process is needed [9, 
10]. The rule is to accumulate the phase intervals step by 
step. 
 
2.3 Triangulation method 
As shown in Fig. 3, the geometrical relationship among 
structured light emitting point P, the CCD lens center l, and 
the point of projection on the object surface D forms up a 
triangulation. Without the object the DMD center shall 
project onto the reference plane at point O, and any point of 
the pattern shall project onto the reference plane at an offset 
position, say point A. Due to the surface height BD, point A 
will shift to point C on the image plane. The difference in 
phases of point A and C on the image plane can be ex-

pressed by AC C Aφ φ φ= − . From the triangulation principle we 
can obtain the following equation. Distances l and d are 
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known during the system setup. The constant K can be ob-
tained by the calibration of gauge blocks. 

( )AC C A
lDB AC K K
d

φ φ φ= = = −
                                    (7) 

 
2.4 Optical system design 
Three optical modules are employed in this system; two at 
both ends of the image fiber bundle and the third one is 
equipped to the CCD camera. In order to enhance the meas- 
urement precision, all optical modules are designed by 
telecentricity [11]. 
Telecentricity is a special property of certain multi-element 
lens designs in which the chief rays for all points across the 

 
Fig. 3: Triangulation principle 

 
object or image are collimated and are parallel to the optical 
axis. Telecentricity is desirable because it provides nearly 
constant magnification over a range of working distances, 
virtually eliminating perspective angle error. They can lead 
to extremely uniform image plane illumination. This means 
that object movement does not affect image magnification. 
For a system with object space telecentricity, movement of 
the object toward or away from the lens will not result in the 
image getting bigger or smaller, and an object which has 
depth or extent along the optical axis will not appear as if it 
is tilted. If not telecentricity, this type of instrument would 
give a different measurement result each time the working 
distance to the object was changed. All the optical systems 
in our system, therefore, are both object space and image 
space telecentricity. There are at least three benefits we do 
like this: 
(1) Since the deviation of the object or image plane in a 
certain range will not change the image size for telecen-
tricity.  So, the distances between DLP and the zoom optical 
system, and between zoom optical system and the input end 
of the image fiber bundle, do not need to be very accurate.  
Therefore, the assembly of our system becomes more con-
venient. 
(2) The object to be measured has depth change along the 
optical axis, so it is easy to project and capture the clear 
fringe patterns from the bottom to the top of the object by 
telecentricity. However the depth of field of non-telecentric 
lens is very little. 
(3) Clear and uniform images, which contribute to the fol-
lowing works, such as image processing, edge detection, 3D 

reconstruction and so on, can be obtained by telecentricity. 
Because only the lights that parallel the optical axis can pass 
it. 
For the clarity of expression, we assign the optical system 
connecting the DLP output and the fiber image bundle input 
as Optical System 1; the one between the fiber output and 
the object as Optical System 2; and the one between the 
object and the CCD input as Optical System 3. The design 
of each optical system is described as follows. 
Optical system normally considers two stages. The first 
stage is the dimensional design to determine the field of 
view (FOV), focusing range, lens diameter, and the numeric 
aperture (NA). The second stage is the system aberration 
design, such as the lens type and the lens material, etc. The 
second stage can be assisted by a CAD tool, such as the 
ZEMAX. 
Fig. 4 shows the configuration of one optical system. Let the 
focal lengths of the object and the image be 1f  and 2f  re-
spectively; object size and image size be y1 and y2 respec-
tively; the distance from the object to the focal point of 
objective lens be x1; and the distance from the image to the 
focal point of the image’s objective lens be x2. The pin hole 
diameter is d, the tilted angles at both sides of the pin hole 
are 1u  and 2u , respectively. The diameter of the objective 
lens at the object side is D1, and at the image side is D2. The 
depth of focus of the objective lens at the object side is 1∆ , 
and at the image side is 

2∆ . 
From the Newton’s Law we have: 
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Since 1y  and 2y  are known, the values of 1f , 2f , 1x , 2x  can 
be determined by equations (8) and (9). 

 
Fig. 4: Configuration of one Optical System 

 
Any point of the object will form the radius of confusion 
disc (R) on the image plane. This radius R is composed of 
three sources: the radius of Airy disc (R1), the radius of the 
confusion disc due to the offset from the ideal image plane 
(R2), and the radius of confusion disc due to the system 
aberration (R3). The magnitude of R is the convolution of R1, 
R2, and R3, among which 
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Suppose that the resolution of the CCD (pixel space) is c. In 
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order to match the optical resolution to the CCD resolution, 
considering that after CCD calibration the R3 can be 
negligible, we can let cRR =+ 21 .  
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                                        (10) 
Since the angle of u2 is small, we can assume sinu2 ≈ tan u2. 
We can solve sinu2 from Eq. (10), and then solve the Nu-
merical Aperture from NA’= n2 sinu2. Moreover, according 
to the Lach invariant formula: y1f1 tan u1 = -y2f2 tan u2, we 
can find the NA of the objective lens from NA= n1 sinu1 ≈ 
tan u1.. Consequently, we can find d, D1, and D2 from the 
following equations: 

2211 tan2tan2 ufufd ⋅=⋅=  
1111 tan2 ufyD ⋅+=   

2222 tan2 ufyD ⋅+=  
 
Once all parameters of 1f , 2f , 1x , 2x , d , 1D , 2D , NA and 

'NA  are determined, we can process the optimum light trace 
with ZEMAX software. 
 According to the above analysis, Table 1 to Table 3 sum-
marize the relevant parameters of optical systems 1 to 3. Fig. 
5 shows the light tracing plot of Optical System 2. Fig. 6 
shows the image distortion curve of Optical System 2 by the 
ZEMAX analysis. It is seen that the maximum distortion is 
below 0.5% and the diameter of dispersion disc at the mar-
ginal point of the field of view (FOV) is less than10 mµ . 
 

Table 1: Parameters of Optical System 1 (unit: mm) 
Focal length  
(object/image) 

N.A.  
 (object/image) 

Resolution (LP/mm) 
(object/image) 

54.4/13.2 0.015/0.06 120/120 
Object 
FOV 

Image 
FOV x1 + f1 x2 + f2 

25φ  6φ  75 18 

 
Table 2: Parameters of Optical System 2 (unit: mm) 

Focal  length    
(object/image) 

N.A.                 
(object/image) 

Resolution (LP/mm) 
(object/image) 

36.9/12.8 0.06/0.04 120/120 
Object 
FOV 

Image 
FOV x1 + f1 x2 + f2 

6φ  8φ  18 25 

 
Table3: Parameters of Optical System 3 (unit: mm) 

Focal length 
(object/image) 

N.A. 
(object/image) 

Resolution  (LP/mm) 
(object/image) 

17.6/13.2 0.04/0.06 120/120 
Object 
FOV 

Image 
FOV x1 + f1 x2 + f2 

8φ  6φ  56 17 

 

 
Fig. 5: Light tracing diagram of Optical system 2. 

 
Fig. 6: Image distortion curve of Optical System 2. 

3. IMAGE FIBER TECHNIQUES 

3.1 Principle and characters of image fiber 
Single optical fiber consists of a core with higher refractive 
index and the coating with lower refractive index. It can 
transmit optical signal from its input end to the output end 
when the incidence angle of the optical ray is greater than 
the critical angle of the optical fiber. Single fiber can only 
transmit one dot signal. 
Image fiber bundle is made up of thousands of single optical 
fibers, which are arrayed together by the coherent regula-
tion of hexagon or square. The certain single optical fiber’s 
position in input cross-section of image fiber is corre-
sponding to its position in the output cross-section strictly.  
Hence, image fiber bundle can transmit picture from its 
input end to the output end clearly, and every single optical 
fiber in image fiber is just like a pixel in CCD array, as 
shown in Figure 7. 

 
Fig. 7: The principle of image fiber 

 
Compared with ordinary optical system, image fiber has 
many advantages when transmitting image, such as: (1) it 
can transmit image in certain bended state;  (2) it is easy to 
acquire longer working distance; (3) it is smaller in volume 
and lighter in weight; (4) it has immunity to interference; (5) 
its structure is simple, etc.   Because of these good proper-
ties, image fiber has been widely used in many fields, such 
as medical endoscopes [12], weapons, industry and so on.  
Many factors of image fiber will affect the quality of the 
transmitted image, among which its numerical aperture 
(NA), attenuation, resolution and the image elements are the 
most important indices [13]. How to affect and how to 
choose image fiber properly will be addressed as follows:     
(1) Numerical aperture (NA) is a basic optical characteristic 
of an image fiber. It is a measure of the acceptance angle of 
a single fiber. It can be thought of as representing the size or 
"degree of openness" of the input acceptance cone in Fig. 8. 
Mathematically, numerical aperture is defined as the sine of 
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the half-angle of the acceptance cone ( Asin ). 
 

2
2

2
1max0 )( nnASinnNA −=⋅=                                (11) 

In this equation maxA  is the half-angle or the critical angle 
within which light will be accepted and conducted through a 

fiber, 0n  is the refractive index outside the fiber end (air 
=1.0), 1n  is the refractive index of the core, and 2n  is the 
refractive index of the clad. 
The light-gathering power or flux-carrying capacity of a 
fiber is proportional to the square of the numerical aperture. 
This is the ratio between the area of a unit sphere within the 
acceptance cone and the area of a hemisphere. A fiber with a 
numerical aperture of 0.66 has 43 percent of the 
flux-carrying capacity of a fiber with a numerical aperture 
of 1.0. So, the higher numerical aperture is, the more lights 
are gathered into the fibers, and the brighter images will be 
produced. In addition, higher numerical aperture means 
higher resolution.  

 
Fig. 8: The illumination of numerical aperture 

 
(2) Attenuation  means the intensity of the light decreases as 
it moves along the fiber. It can be specified in db. Km-1, and 
calculated by the following formula: 

)(log10 10
in

out

I
I

nAttenuatio =
                                          (12) 

where, I out is the outgoing intensity (intensity is measured in 
W.m-2) and I in is the ingoing intensity.  
 (3) Resolution can be defined as the ability of an image 
fiber to allow one to distinguish among small objects. The 
definition of the transmitted image is usually decided by the 
resolution of image fiber. The main factors that affect the 
resolution of image fiber are the diameter and arrangement 
manner of single optical fiber. The thinner the single fiber is, 
the better resolution the image fiber possesses. The hexagon 
array can get higher resolution than the square array in fiber 
bundle arrangement.  
In addition, the fiber material, and the bundle cross-section 
area will also affect the quality of the image; the attenuation 
of plastic fiber is much higher than that of compound glass 
and silica. So, when choosing an image fiber bundle, we 
have to consider its numerical aperture, attenuation, reso-
lution, material, and the diameter of the single fiber, length 
of the bundle and so on as a whole. 
The image fiber bundles adopted in our system are made 
from compound glass. They are easier to be bent than the 
silica, and their attenuation is much smaller than the plastic. 
They can transmit the light wavelengths from 380 nm to 
1300 nm. Their numerical aperture, attenuation and resolu-
tion are 0.55, 300~600 db/km and 36LP/mm, respectively.   

 
3.2 Image processing 
Because lights cannot pass through the clad of the single 
fiber, many hexagonal grids appeared in the captured image 
(transmitted by an image fiber bundle). These grids have a 
great effect on the subsequent work, such as image proc-
essing, phase wrapping, 3D coordinate calculation and so 
on. How to reduce the grids efficiently is, therefore, crucial 
to the whole system. Generally speaking, two methods can 
be adopted for this problem. One is to select a more fibers 
bundle while remaining the image size constant; the other 
one is to apply image-processing technique. This study se-
lected the latter approach with image smoothing algorithm 
by median filter [14]. The grids could be successfully re-
moved. 

4. EXPERIMENT RESULTS 

In our investigations, we used a 600×800 DLP to project 
sine wave patterns. The gray level and the number of lines 
could be computer controlled.  A compound glass image 
fiber bundle with 80,000 pixels was used to transmit the 
projected image. 

     

The diameter of single fiber is 15µm, NA is 0.55, spectrum 
range is 380~1300nm. All the optical systems were de-
signed by telecentric lenses. The measurement range is 
4.5mm (L) x 3.6mm (W) x 1mm(H). The optical resolution 
is 120 LP/mm. A small optical head was designed to include 
the fiber bundle end, Optical System 2, Optical System 3, 
and the CCD, as illustrated in Fig. 9. The reflection angle is 
45o. The end dimension of the head is 24mmx55mm. Fig. 10 
shows the experimental setup.  

 
Fig. 9: The probe head design 

 

 
Fig. 10: The system setup 
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The system was calibrated by a gauge block of 1200µm to 
find the constant K of equation 7. With 7 times repeated 
tests, the averaged value was 1210µm with standard devia-
tion 4.50µm. 
In order to testify our system, we have inspected a V-groove 
with the size of 2.5mm×5mm by our system. Figs. 11(a) to 
(d) are the distorted images whose phases are 0º, 90o, 180o, 
and 270o respectively. Four-step phase shifting arithmetic 
was used to reconstruct the 3-D contour. Fig. 11(e) and Fig. 
11(f) are the wrapped and the reconstructed 3-D contour. 
The second case study was to measure a character of a 
Chinese one dime coin. The character size is about 
4mmx3mm in surface area and 0.3mm in height, as shown 
in Fig. 12. 
 

  
(a) o0 image (b) 90o image 

  

(c) 
o180  image (d) 

o270  image 

 
(e) Wrapped image (f) 3-D reconstruction 

Fig. 11: Measurement of a V-groove 
 

 
(a) Image pattern (b) wrapped image 

(c) Unwrapped image (d) 3D contour 
Fig. 12: Measured results of a character of a Chinese one dime coin 

5. CONCLUDING REMARKS 

A novel digital stereomicroscope system based on the fiber 
image technique is presented in this paper. Such a system 
overcomes the disadvantages of common stereomicro-
scopes in terms of extendable length and flexible orientation.  
It also realizes the concept of “adapt the instrument to the 
object”.  For any localized tiny portion of a large object, this 
system can easily move the optical head to the required 
position and take its 3D profile measurement. The feasibil-
ity of the system has been testified by the experiments. 
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